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ABSTRACT

A growing interest for Large Language Models (LLMs) is how increasing their size
might result in changes to their behavior not predictable from relatively smaller-scaled
models. Analyzing these emergent capabilities is therefore crucial to understanding and
developing LLMs. Yet, whether LLMs exhibit emergence, or possess emergent
capabilities, is a contested question. Furthermore, most research into LLM emergence
has focused on natural language processing tasks and models suited for them.

We focus on investigating emergence in the context of software engineering, and
recontextualize the discussion of emergence in the context of prior research. We
propose a multifaceted pipeline for evaluating and reasoning about emergent
capabilities of LLMs in any context and instantiate this pipeline to analyze the
emergent capabilities of the CodeGen1-multi model across four scales ranging from
350M parameters to 16.1B parameters. We examine the model's performance on the
software engineering tasks of automatic bug �xing, code translation, and commit
message generation. We �nd no evidence of emergent growth at this scale on these
tasks and consequently discuss the future investigation of emergent capabilities.
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Chapter 1

Introduction

1.1 Overview

1.1.1 Motivation

Whether Large Langauge Models (LLMs) can exhibit capabilities which appear unpredictably

upon scaling them large enough is both an alarming and powerful prospect. This phenomenon

has the potential to both unlock new planes of improvement on tasks, as well as unprecedented

harmful capabilities. Therefore, establishing a reliable methodology of investigating emergent

capabilities is crucial to responsible and continued development of LLMs.

While much research has been conducted on LLM's emergent capabilities in the domain

of natural language processing (NLP), most of the discourse until now has focused primarily

on assessing whether researchers have correctly demonstrated the phenomenon as a property

of models, or if it is the case that researchers have merely induced these �ndings by choice

of metric [21], or if emergent capabilities are better explained through its prowess in the more

generic ability to learn from examples in its input, or as a description of capabilities which do

not strongly require reasoning [11].

Our study seeks to investigate emergent capabilities exclusively in the context of software

engineering tasks, a novelty in the discourse. Software engineering tasks and the corresponding

capabilities required of LLMs to solve them di�er notably from those required to solve natural

2



language processing tasks. Furthermore, our study analyzes capabilities relevant to the �eld

of software engineering, such as automatic bug �xing and commit message generation, data

about which would be relevant to LLMs targeting this domain designed to assist programmers

in this �eld.

1.2 Background

A principal objective of deep learning is to solve problems for which classical programming is

inadequate or exorbitantly di�cult. Instead of, say, writing code which solves a problem, deep

learning employs a model which attempts to solve a target goal; this model can be thought

of a function, which ideally transforms the input to the desired output. The model undergoes

training, where it attempts to learn general patterns and knowledge from what it is shown,

which has the e�ect of re�ning this function iteratively. The exact composition of this model

varies greatly depending on many factors, such as the task trying to be solved and which data

is available to train the model.

The transformer model was �rst articulated by Vaswani et al. [25]. Transformer-based

models use a mechanism called attention, which enables models to e�ciently examine and

prioritize information from various points in the input.

Since its conception, the Transformer model has become the backbone of many Large

Language Models, and the basis for much research in model design. Transformer-based models

typically are either autoregressive (or unidirectional) [25] or bidirectional, as in BERT [4]. In

autoregressive Transformers, the model's attention can only project to prior tokens, whereas

attention in bidirectional Transformers projects both before and after the current token being

processed.

Although state-of-the-art LLMs have proven increasingly capable on a wide variety of tasks

[2] [9], especially in the domain of Natural Language Processing, many models and model

architectures are trained on and adapted to the realm of software engineering: T5 [16] spawned

CodeT5 [26], BERT[4] spawned CodeBERT [5], and LLaMA [24] spawned Code Llama [20].
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In other words, there is widespread precedent for developing LLMs speci�c to the domain

of software engineering. Likewise, though research on emergence in LLMs hitherto has been

focused on NLP tasks, virtually none has been directed predominately towards the �eld of

software engineering.

1.3 Related Work

The notion of emergent capabilities has long been a subject of inquiry in the �eld of machine

learning. As early as 2020 and 2021, researchers were concerned about the negative side e�ects

of increasing model scale, particularly with increasingly larger models adopting the explicit and

implicit biases featured in their training sets, and their ability to mimic coherent human speech

and articulation [1], based on concerns and research done into the various kinds of bias found

in models such as BERT, GPT-2, and GPT-3 [6] [7].

Researchers have used the term emergence to refer to capabilities models acquired through

training that they were not explicitly trained for, as in Nijkamp et al.'s paper documenting

the CodeGen family, where the term is used to describe the model's capability to synthesize

programs from comment descriptions [13]. The rigorous study of emergent capabilities, how-

ever, was made most prominent with Wei et al., where emergent capabilities are framed not

as capabilities acquired without explicit intentions, but as sharp, unpredictable jumps in perfor-

mance [27]. Their �ndings suggest that LLMs, through certain tasks and prompting methods,

when scaled high enough (e.g. by training compute or parameter count), can unexpectedly and

noticeably break plateaued performance.

However, various researchers contest the claim that these models exhibited emergent capa-

bilities whatsoever. Shae�er et al. [21] suggest the appearance of emergence is better explained

by the metrics used to assess model performance, rather than as some property of the model

itself; they implicate nonlinear and discontinuous metrics as a confounding factor in Wei et

al.'s results. Other research by Lu et al. suggests what appears to be emergent capsabilities

are better explained as the results of in-context learning, that is, the model's ability to derive
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crucial information from the context it is prompted with and apply that knowledge to the task

at hand [11].

1.4 De�nition of Emergence

Broadly, a model-task-metric-prompt quadruplet exhibits emergence if and only if the model

performs poorly on the task at lower scales, well on higher scales, and the improvement in

performance does not linearly correspond with the increased scale; in other words, emergent

performance is characterized by unexpected and unpredictable jumps in performance. In this

section, we provide a high-level de�nition of emergence, which can be instantiated with partic-

ular models, tasks, evluative metrics, and prompting techniques to establish emergence.

More speci�cally, we de�ne emergence to be a property of (model, task, metric, prompt)

quadruplets. A model may perform non-emergently on a variety of tasks, so it is important to

distinguish between them when discussing emergence. As per Wei et al., the good performance

of di�erent prompting strategies may themselves be emergent capabilities [27]. Last, the inclu-

sion of metrics in this de�nition is informed by observations that emergence may appear only

under certain metrics [21].

If a model exhibits emergent under a variety of di�erent, relevant metrics, especially con-

tinuous ones as per Schae�er et al. [21], we may also say emergence is a property of (model,

task, prompt) triplets, and that the model is emergent under that task with that prompting

strategy. Likewise, if a model is emergent under a variety of di�erent prompting strategies and

metrics, we may say emergence is a property of (model, task) pairs, and that the model is

emergent under that task.

As varying model scale is de�nitionally required to observe emergence, when we talk about

a model in our de�nition, we implicitly require a set or family of models which di�er only by

some measure of scale. Therefore, emergence is also a property of a subset of model scales;

in theory, new models in the family could be produced, either of larger or smaller scale outside

the observed range, or as intermittent scales between observed model scales. Therefore, by our
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methods, a classi�cation of emergence is a label only upon a view of particular, existing scales,

and not a classi�cation of all the possible views of the model.

1.5 Research Goal

Our overall research goal is to investigate emergence by varying parameter count on publicly-

available LLMs as it manifests in particular models on downstream tasks, assessed by metrics,

enumerated in Section 2.2.

RQ1 What e�ect does varying the scale of CodeGen1-multi models have upon its perfor-

mance on tasks of code repair, code translation, and commit message generation?

RQ2 Between which model scales, if any at all, do emergent capabilities appear?
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Chapter 2

Methodology

To establish more precise con�dence in verdicts of emergence, we propose a formalized system of

evaluating emergence which uses two methods for visualizing whether models display emergence

on the observed scale: By �tting the data to linear models to observe emergent growth, and

by leveraging Ribeiro et al.'s CheckList method to explore model performance beyond mere

accuracy [19]. By assessing the models from multiple angles, we will be able to assert whether

the model-task-metric-prompt quadruplet exhibits emergence.

2.1 Models

We analyze how the model family �CodeGen multi� with parameter counts 350M, 2.7B, 6.1B,

and 16.1B [13] performs on various software engineering tasks (see Section 2.3).

The CodeGen family of models (1, 2, and 2.5) are trained on program synthesis tasks. The

ability to perform well on software engineering tasks other than program synthesis are crucially

important to detecting emergence.
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2.2 Metrics

To evaluate the quality of the outputs the model gives on each of the software engineering-

related tasks, we use the following metrics: Accuracy (or Exact Match), BLEU (along with

specializations B-Moses and B-Norm), and CodeBLEU.

Accuracy, or Exact Match (EM) is a discontinuous metric which simply computes the

proportion of answers the model gives when completing a task which exactly match the reference

answer. EM grades the model on a score from 0 to 1, where higher is better.

BLEU is a metric designed to simulate human evaluation of machine translated text [15],

which has since seen widespread use in NLP and ML [17]. The metric computes the proportion

of N -grams (i.e., runs of N consecutive words) that appear in the model's answer against

the number of N -grams which appear in the reference answer. We adapt Lu et al.'s [12]

implementation of the BLEU metric to support the variant metrics such B-Moses and B-Norm.

These metrics are specializations of BLEU that normalize their inputs to be lowercased text

before grading. Although BLEU and B-Norm apply Lin et al. 2004 smoothing [10], B-Moses

does not. Said smoothing operates by incrementing both the numerator and denominator before

calculating the precision of how well a givenN -gram matches the reference. We con�gure BLEU

and its metric specializations with N -grams sized up to N = 4. The BLEU family of metrics

grades the model on a score from 0 to 1, where higher is better.

CodeBLEU is a metric devised by Ren et al. [18] which adapts BLEU to process computer

code rather than natural language text by taking into account the Abstract Syntax Tree (AST)

structure of the code of the model's answer and the reference code. We use the implementation

codebleu==0.6.1 hosted on Pypi [3], which in turn is based on the aforementioned paper.

Like BLEU, CodeBLEU grades the model on a score from 0 to 1, where higher is better.

2.3 Tasks

Code repair: To evaluate the Code repair task (automatic bug �xing), we evaluate the tested

models over CodeXGLUE's [12] Bugs2�x task (aka Code-re�nement), using the Accuracy (EM),
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BLEU, and CodeBLEU metrics. The Bugs2�x task consists of Java methods consolidated onto

a single line, with the names of variables, types, strings, etc., consistently replaced by with

generic names such as TYPE_1 and STRING_3. The task is to provide the corrected version of

this code in a similar format. For example, given

private TYPE_1 getType ( TYPE_2 VAR_1 ) { TYPE_3 VAR_2 = new TYPE_3 (

↪→ STRING_1 ) ; return new TYPE_1 ( VAR_2 , VAR_2 ) ; }

the bug �xer is expected to produce

private TYPE_1 getType ( TYPE_2 VAR_1 ) { TYPE_3 VAR_2 = new TYPE_3 (

↪→ STRING_1 ) ; return new TYPE_1 ( VAR_2 , VAR_2 , this , VAR_1 ) ; }

as output.

Code translation: To evaluate the Code translation task, we evaluate the tested models

over CodeXGLUE's [12] CodeTrans task (aka code-to-code-trans), using the Accuracy (EM),

BLEU, and CodeBLEU metrics. The CodeTrans task consists of Java methods consolidated

onto a single line. The task is to provide equivalent C♯ code in a similar format. For example,

given

public void serialize(LittleEndianOutput out) {out.writeShort(

↪→ field_1_vcenter);}

the code translator is expected to produce

public override void Serialize(ILittleEndianOutput out1){out1.WriteShort(

↪→ field_1_vcenter);}

as output.

Commit message generation: To evaluate the Commit message generation task, we evaluate

the tested models over CoDiSum's data [28] using BLEU, as well as a subset of the metrics

used by Zhang et al. [29], namely, B-Moses and B-Norm, described in detail in [23]. We

also considered testing upon Zhang et al.'s data [29] but elected not to, as the length of the

prompted data surpassed the tennable resources allocated for running the model. See the

elaboration in Section 3.3.
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2.4 Evaluating Emergence

Figure 2.1: Examples demonstrating our method for testing for emergence using RMSD
(Eq. (2.1)) with an emergence threshold T = 0.1. The presented y values are purely illus-
trative, and the x values are based on CodeGen1's model scale parameters: 350M, 2.7B, 6.1B,
and 16.1B. The data plotted on cyan backgrounds is considered potentially emergent, whereas
data plotted on gray-hatched backgrounds is not.

Wei et al. employ scaling curve analysis to demonstrate emergence [27]. While their ap-

proach relies on visual inspection of the linearity of logarithmic plots to demonstrate emergence,

we employ a variety of evaluation approaches to establish a preponderance of evidence in favor

of a verdict of emergence, or else conclude emergence is not exhibited in the observed data. We

�rst grade how well a linear regression model �ts using a few metrics. Then, we compare the

evaluation of the linear regression against a predetermined threshold which serves as a classi�er

of emergence; su�ciently non-linear data suggests emergence.
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Considering the results of these evaluation tactics in tandem suggests emergence on a model-

task-metric-prompt quadruplet, and consequently on a model-task pair. Following Schae�er

et al. [21], the most important metrics to consider are continuous metrics, as discontinuous

metrics may induce the mirage of emergence.

2.4.1 Linear regression evaluation

First, we employ a statistics-driven approach which is more suitable for the speci�cs of our

experiments, as we do not have such �ne-grained control over model scale as Wei et al. We in-

stead evaluate the emergence of a model-task-metric-prompt quadruplet by �tting the evaluated

results to a linear regression model and then measuring the resultant error.

Speci�cally, let y be the observed performances of the model across family sizes x. We

compute the series of predicted values from a linear model ŷ using a linear regression. To assess

how well the model �ts our observations, we employ Root Mean Square Deviation (RMSD)

and Mean Absolute Error (MAE), the formulae for which are as follows:

RMSD(x, y) =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2 (2.1)

MAE(x, y) =
1

n

n∑
i=1

|yi − ŷi| (2.2)

After computing these metrics, we employ a binary cuto� at some threshold T , below or

equal to which model-task-metric-prompt quadruplets are considered to have linear output, and

above which they are considered to be potentially emergent.

2.4.2 Checklist

The Checklist utility designed by Ribeiro et al. o�ers more robust methods to assess NLP models

beyond mere accuracy [19]. Although suited more for NLP tasks, we adapt the Checklist Editor

template functionality to generate novel test cases based on perturbing existing test cases. By

11



observing how the model performs on the modi�ed tests as compared to the original tests, as

well as accounting for the amount the modi�ed test deviates from the original, we attain a

better understanding of how exactly the model comprehends the task.

Understanding how the model's performance varies under this perturbation is crucial to

determining emergence; consider the di�erent cases of how the perturbations a�ect the model's

performance:

i. Maintains performance. If a model performs well on the original test cases while perform-

ing comparably on the modi�ed test cases, this suggests that the capabilities the model

has learned are quite general and robust, and would strengthen a verdict of emergent

capabilities existing.

(This also technically covers the case of maintaining poor performance; this would only

further weaken a verdict of emergence.)

ii. Degrades performance. Contrarily, if a model performs well initially but performance

deteriorates drastically on the modi�ed data, it may suggest that, even in the face of

apparent emergence, the capabilities the model has acquired are in fact quite limited.

iii. Improves performance. Although it may seem unusual, there is also a third case worth

mentioning, where the model does not perform well on the original test cases, and perfor-

mance improves on the modi�ed test cases; this may suggest the modi�cations themselves

might enable the model to do well, either emergently or not.

Furthermore, we may assess the relationship between degree of perturbation (i.e. Leven-

shtein distance between original and modi�ed test cases) and performance attained for a more

granular picture of the model's resiliency to degrees of changes.
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Chapter 3

Results

To answer RQ1 and examine the e�ect of varying the scale of the CodeGen1-multi model, we

run 100 experiments on models with parameter sizes 350M, 2.7B, 6.1B, and 16.1B, for each of

the various prompting strategies we explored on each of the tested software engineering tasks:

Code repair (Section 3.1), code translation (Section 3.2), and commit message generation

(Section 3.3). Each experiment consists of a test case passed as input through a prompt

template, which in turn is passed through each of the four model scales of CodeGen1-multi,

and the output is obtained as the �rst full line of output the model produces in response. This

output is then compared with the reference answer using one of a few metrics (Exact Match,

BLEU or BLEU variants with di�erent parameters, and/or CodeBLEU).

3.1 Bugs2�x

CodeXGLUE's [12] Bugs2�x (aka Code-Code/code-re�nement) paired with the four model

families in CodeGen1 multilingual (parameter sizes 350M, 2B, 6B, and 16B) serve as the basis

for testing our pipeline.

For this prototype, we look at the �rst 100 test case pairs in small/test.buggy-�xed.buggy

and small/test.buggy-�xed.�xed. Although our pipeline is phrased in terms of multiple trials

per datapoint, as we are running the cases deterministically, there is no di�erence between

running each test case once and each test case multiple times.
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3.1.1 Prompting strategy

We evaluated two di�erent prompts, which we term prompt0 and prompt1. We enumerate

our prompts, indicating where linebreaks exist in the prompt by also including the literal \n; we

use {buggy_code} to indicate where the test case, the buggy code that needs to be repaired,

is inserted into the prompt, before everything is passed through to the model. Where the line

is too long to display all on one line, and must be broken, we indicate that with ↪→.

Prompt ID Prompt Template

prompt0

// the buggy version of the code\n

{java_code }\n

// the fixed version of the code\n

prompt1

// You are given a piece of buggy code. Your task

↪→ is to fix the error , and generate the

↪→ corrected code. Fix the following code:\n

{buggy_code }\n

prompt2

// You are given a piece of buggy code. Your task

↪→ is to fix the error , and generate the

↪→ corrected code. Fix the following code:\n

{buggy_code }\n

// The following code is correct :\n

We decided on prompt0 after small-scale experimentation as to how the model responds

to various similar prompting techniques. We include prompt1 as a more traditional prompting

technique. We introduce prompt2 as a combination of both prompt0 and prompt1, inspired by

manually examining some of the more intelligible results that prompt1 emitted, which emitted

the exact phrase // The following code is correct:\n in a few instances.
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3.1.2 Results

To answer RQ1 and examine the e�ect of varying the scale of the CodeGen1-multi model, we

run 100 experiments on each of the prompts prompt0, prompt1, and prompt2 for the code

repair task.

Figure 3.1: CodeGen1-multi performance on �rst 100 CodeXGLUE Bugs2�x test cases, as-
sessed by the metrics Exact Match, BLEU, and CodeBLEU (operating on Java ASTs), and
prompted by prompt0, prompt1, and prompt2 described in Section 3.1.1.
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Metric Prompt 350M 2.7B 6.1B 16.1B RMSD MAE

EM prompt0 0 0 0 0 0 0

prompt1 0 0 0 0 0 0

prompt2 0 0 0 0.0100 0.0015 0.0012

BLEU prompt0 0.4882 0.5006 0.4571 0.5607 0.0252 0.0218

prompt1 0.1416 0.1801 0.2297 0.1747 0.0307 0.0256

prompt2 0.4920 0.5989 0.4642 0.5689 0.0526 0.0449

CodeBLEU (Java) prompt0 0.6139 0.6464 0.5699 0.6492 0.0304 0.0248

prompt1 0.1867 0.2634 0.3133 0.2636 0.0412 0.0375

prompt2 0.5934 0.6909 0.5499 0.6595 0.0537 0.0453

Table 3.1: Results for pairs on CodeGen1 multi. Bolded results indicate maximum attained
performance for best prompt. CodeBLEU operated on Java ASTs.

3.1.3 Checklist

Figure 3.2: Distribution of random �oats selected to replace INT_k and FLOAT_k respectively.
Sampled with sample size N = 10000000. Note the hole at x = 0 in the integer distribution
graph.

The format of the Bugs2�x dataset employs dummy sequential variable names such as TYPE_1,

TYPE_2, METHOD_1, etc. We mutate the same 100 test cases used for the main task via a

modi�ed version of the Checklist perturb utility [19] with the following bijective mapping:

� VAR_k 7→ a or b or ... or z.
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� TYPE_k 7→ Apple or Box or Cardigan or Doohickey or Egg or Gadget or Nicknack or

Thingy or Widget or Yak.

� INT_k 7→ sg, where s is chosen uniformly from the multiset {1, 1,−1} and g ∼ GX(p =

0.1) is sampled from a Geometric distribution with success probability p = 0.1; that is,

biased towards small, positive numbers, but potentially negative and potentially large.

� FLOAT_k 7→ round (clip (g,−1000, 1000) , 4) where g ∼ N (µ = 0, σ = 150) is sampled

from a Normal distribution with mean µ = 0 and variance σ = 150; that is, biased

towards numbers around zero, with 4 decimal places, and |g| ≤ 1000.

� CHAR_1 7→ 'a' or '@'; CHAR_2 7→ 'b' or '&'; CHAR_3 7→ 'c' or 'L'; CHAR_4 7→ 'd'

or '-'.

� STRING_1 7→ "" or "truth"; STRING_2 7→ "results" or "\n"; STRING_3 7→ "Input:

" or "orange"; STRING_4 7→ "abcdefghijklmnopqrstuvwxyz!.{}" or "00000000";

STRING_5 7→ "unchecked" or "Courier New"; STRING_6 7→ " " or "EOF"; STRING_7

7→ "Hello, World!" or "\t"; STRING_8 7→ "\r\n" or "________"; STRING_9 7→ "a

sdjiopfapsdfjpoiajdfpoais" or "9999888666441".

Using this mapping, we project the dummy placeholders to random entries in the mapping.

For example,

private TYPE_1 getType ( TYPE_2 VAR_1 ) { TYPE_3 VAR_2 = new TYPE_3 (

↪→ STRING_1 ) ; return new TYPE_1 ( VAR_2 , VAR_2 ) ; }

became

private Cardigan getType ( Apple h ) { Yak k = new Yak ( "" ) ; return new

↪→ Cardigan ( k , k ) ; }

abiding by the mapping

� TYPE_1 7→ Cardigan

� TYPE_2 7→ Apple
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� TYPE_3 7→ Yak

� VAR_1 7→ h

� VAR_2 7→ k

In practice, although we de�ned transformations for all placeholders that appeared in the

CodeXGLUE small/test.buggy-fixed.buggy dataset, we only encountered up to VAR_6,

TYPE_4, INT_2, FLOAT_1, and STRING_3, within the �rst 100 cases, never encountering any

CHAR_k.

3.1.3.1 Results

To answer RQ1 and examine the e�ect of varying the scale of the CodeGen1-multi model, we

run 100 experiments on each of the prompts prompt0, prompt1, and prompt2 for the code

repair task, varying the corresponding experiments from the baseline code repair task using

Checklist perturbations.

Figure 3.3: CodeGen1-multi performance on �rst 100 CodeXGLUE Bugs2�x test cases (per-
turbed according to the transformations described in Section 3.1.3), assessed by the metrics
Exact Match, BLEU, and CodeBLEU (operating on Java ASTs), and prompted by prompt0,
prompt1, and prompt2 described in Section 3.1.1.
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Metric Prompt 350M 2.7B 6.1B 16.1B RMSD MAE

EM prompt0 0.0100 0 0.0100 0.0100 0.0041 0.0033

prompt1 0 0 0 0 0 0

prompt2 0 0 0.0200 0.0100 0.0073 0.0063

BLEU prompt0 0.5918 0.6004 0.5456 0.6042 0.0231 0.0199

prompt1 0.1605 0.1759 0.3572 0.0145 0.1037 0.0890

prompt2 0.5509 0.6197 0.5399 0.6149 0.0326 0.0278

CodeBLEU (Java) prompt0 0.6802 0.6761 0.6131 0.6867 0.0294 0.0254

prompt1 0.1853 0.2495 0.4194 0.0521 0.1145 0.0952

prompt2 0.6154 0.6983 0.6321 0.6983 0.0312 0.0264

Table 3.2: Results for pairs on CodeGen1 multi. Bolded results indicate maximum attained
performance for best prompt, and bolded linear statistics suggests nonlinear data. CodeBLEU
operated on Java ASTs.
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Figure 3.4: Scatterplot of the relationship between the Levenshtein distance between the
original, unmodi�ed test case and the corresponding perturbed test case on the x-axis, and the
relative performance increase from the BLEU score of the unmodi�ed test case to the BLEU
score of the perturbed test case; positive y-values indicate improvement.
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Figure 3.5: Scatterplot of the relationship between the Levenshtein distance between the
original, unmodi�ed test case and the corresponding perturbed test case on the x-axis, and
the relative performance increase from the CodeBLEU score of the unmodi�ed test case to the
CodeBLEU score of the perturbed test case; positive y-values indicate improvement.
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Metric Prompt Scale b1 b0 s r2

BLEU prompt0 350M 0.00289 0.11581 0.00066 0.40513

2B 0.00332 0.09547 0.00062 0.47775

6B 0.00071 0.21571 0.00090 0.07892

16B 0.00258 0.14091 0.00070 0.34689

BLEU prompt1 350M 0.00264 -0.09425 0.00103 0.25031

2B 0.00219 -0.03233 0.00116 0.18676

6B 0.00180 0.07927 0.00114 0.15795

16B 0.00135 -0.15816 0.00077 0.17407

BLEU prompt2 350M 0.00207 0.12434 0.00098 0.20815

2B 0.00180 0.18934 0.00059 0.29702

6B 0.00169 0.18680 0.00086 0.19569

16B 0.00272 0.13498 0.00063 0.39901

CodeBLEU prompt0 350M 0.00182 0.08116 0.00064 0.27576

2B 0.00245 0.04318 0.00058 0.39084

6B 0.00033 0.14633 0.00082 0.04129

16B 0.00155 0.10037 0.00061 0.24874

CodeBLEU prompt1 350M 0.00237 -0.08471 0.00094 0.24636

2B 0.00238 -0.04852 0.00096 0.24202

6B 0.00192 0.02296 0.00099 0.19237

16B 0.00106 -0.11905 0.00078 0.13647

CodeBLEU prompt2 350M 0.00124 0.08723 0.00087 0.14225

2B 0.00100 0.13036 0.00047 0.21161

6B 0.00095 0.13864 0.00074 0.12805

16B 0.00185 0.08718 0.00050 0.34904

Table 3.3: Summary results for linear regressions performed on perturbed results. The x-axis
is the Levenshtein distance between the original prompt and the perturbed prompt. The y-axis
is amount the perturbed prompt improved the model's performance relative to the original
prompt. b1 is the regression's slope, b0 is its intercept, s is the standard error, and r2 is
coe�cient of determination. 22



Across the prompts, we can see from the positive b1 slope values that there is a positive

but tenuous correlation between Levenshtein distance and performance improvement across all

metrics; furthermore, we can also see that in many cases, especially in prompt0 and prompt2,

the perturbations had a uniquely positive impact on most of the tests.

Worth noting is the marked decrease in performance for prompt1 at the 16.1B parameter

scale: The decrease is so drastic, that it is classi�ed as su�ciently non-linear by our models,

and could suggest negative emergence if read in a vacuum. However, manually inspecting the

outputs under these con�gurations, we hypothesize this is a re�ection of the limitations of our

testing harness which secures the output from the model. See Section 4.2.3 for an extended

discussion.

3.2 Code translation

CodeXGLUE's [12] CodeTrans (aka Code-Code/code-to-code-trans) paired with the four model

families in CodeGen1 multilingual (parameter sizes 350M, 2B, 6B, and 16B) serve as the basis

for testing our pipeline.

For this prototype, we look at the �rst 100 test case pairs in test.java-cs.txt.java and

test.java-cs.txt.cs. Although our pipeline is phrased in terms of multiple trials per datapoint,

as we are running the cases deterministically, there is no di�erence between running each test

case once and each test case multiple times.

3.2.1 Prompting strategy

We evaluated three di�erent prompts, which we term prompt0, prompt1, and prompt2. We

enumerate our prompts, indicating where linebreaks exist in the prompt by also including the

literal \n; we use {java_code} to indicate where the test case, the Java code that needs to

be translated into C♯, is inserted into the prompt, before everything is passed through to the

model. Where the line is too long to display all on one line, and must be broken, we indicate

that with ↪→.
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Prompt ID Prompt Template

prompt0

// original code.java\n

{java_code }\n

// code.cs version of code.java\n

prompt1

// code.java\n

{java_code }\n

// code.cs\n

prompt2

// This code is written in Java. Reproduce the

↪→ same exact code in C#.\n

{java_code }\n

prompt3

// original code.java\n

{java_code }\n

\n

// code.cs version of code.java\n

prompt4

// This code is written in Java. Reproduce the

↪→ same exact code in C#.\n

{java_code }\n

// This code is written in C#.\n

3.2.2 Results

To answer RQ1 and examine the e�ect of varying the scale of the CodeGen1-multi model,

we run 100 experiments on each of the prompts prompt0, prompt1, prompt2, prompt3, and

prompt4 for the code translation task.
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Figure 3.6: CodeGen1-multi performance on �rst 100 CodeXGLUE Code2code test cases,
assessed by the metrics Exact Match, BLEU, and CodeBLEU (operating on C♯ ASTs), and
prompted by prompt0, prompt1, prompt2, prompt3, and prompt4 described in Section 3.2.1.
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Metric Prompt 350M 2.7B 6.1B 16.1B RMSD MAE

EM prompt0 0 0 0 0 0 0

prompt1 0 0 0 0 0 0

prompt2 0 0 0 0 0 0

prompt3 0 0 0 0 0 0

prompt4 0 0 0 0 0 0

BLEU prompt0 0.1474 0.1273 0.1394 0.1491 0.0078 0.0063

prompt1 0.1212 0.0719 0.0693 0.1429 0.0269 0.0254

prompt2 0.0886 0.0364 0.0083 0.0247 0.0245 0.0227

prompt3 0.1295 0.1218 0.1164 0.1281 0.0052 0.0046

prompt4 0.0717 0.1021 0.0994 0.1029 0.0103 0.0092

CodeBLEU (C♯) prompt0 0.2286 0.2366 0.2607 0.2682 0.0074 0.0064

prompt1 0.1936 0.1596 0.1796 0.2655 0.0201 0.0190

prompt2 0.1814 0.0948 0.0330 0.0646 0.0442 0.0401

prompt3 0.2169 0.2187 0.2370 0.2529 0.0038 0.0031

prompt4 0.1992 0.1816 0.1551 0.1866 0.0159 0.0129

Table 3.4: Results for pairs on CodeGen1 multi. Bolded results indicate maximum attained
performance for best prompt. CodeBLEU operated on C♯ ASTs.

3.3 Commit message generation

Whereas with other model-task pairs where we tested multiple prompts per task, we elected not

to move forward with prompting techniques beyond our preliminary explorations of prompt0.

Fitting the entire di� in working memory for the model proved infeasible for many prompts,

exhausting the GPU resources we had available to test the models. Furthermore, the datasets

we examined (CoDiSum [28] and those by Zhang et al. [29]) are given as outputs of the

diff command and the corresponding expected natural language commit message. Although

the CodeGen-multi and CodeGen-mono models were built atop the corresponding CodeGen-nl

26



natural language models, we theorize the combination of the unfamiliar syntax of diff with

the less-comfortable natural language output explains the model's abysmal performance on this

task. Using Large Language Models to generate helpful summaries of commit messages is an

area of growing research [8], which motivated our initial pursuits, but to pursue this subdomain

of research with this model, datasets phrased as providing separate code snippets representing

the state of the commit before and after the change might be a more fruitful approach.

3.3.1 Prompting strategy

We evaluated one prompt, prompt0. We enumerate our prompt, indicating where linebreaks

exist in the prompt by also including the literal \n; we use {diff_output} to indicate where

the test case, the raw output of running the pertinent diff command, is inserted into the

prompt before being passed through to the model.

Prompt ID Prompt Template

prompt0

/* diff of changes\n

{diff_output }\n

*/\n

// a summary of the above diff is:\n

// -

3.3.2 Results

To answer RQ1 and examine the e�ect of varying the scale of the CodeGen1-multi model, we

run 100 experiments on prompt0 for the commit message generation task.
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Figure 3.7: CodeGen1-multi performance on the �rst 100 test cases from the CoDiSum dataset,
assessed by the metrics B-Moses and B-Norm, and prompted by prompt0 described in Sec-
tion 3.3.1.

Metric Prompt 350M 2.7B 6.1B 16.1B RMSD MAE

B-Moses prompt0 0 0 0 0 0 0

B-Norm prompt0 0.0051 0.0014 0.0063 0.0059 0.0017 0.0015

Table 3.5: Results for pairs on CodeGen1 multi. Bolded results indicate maximum attained
performance for best prompt.
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Chapter 4

Analysis

4.1 Bootstrapping

To analyze our results, we employ bootstrapping to resample our data. This gives us insights

as to the underlying structure of our data beyond what is visibile by merely graphing the

aggregate statistics. Bootstrapping works by taking a random subsample of S data points

from the primary experimental sample, and performing the same statistic on that subsample.

This process is repeated N times. In our case, we apply bootstrapping to each parameter size,

forming a line graph of box plots showcasing the distribution of the bootstrapped resampling.

For all of our bootstrapping, we take subsample sizes S = 50 a total of N = 500 iterations.
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4.1.1 Bugs2�x

Figure 4.1: Bootstrapping with S = 50 and N = 500 over the CodeXGLUE Bugs2�x task,
assessed by metrics BLEU and CodeBLEU, over the results of prompting CodeGen1-multi with
prompts prompt0, prompt1, and prompt2 as described in Section 3.1.1. (The Exact Match
metric is omitted, as it is 0 across all datapoints.)

4.1.2 Bugs2�x (Checklist)

Figure 4.2: Bootstrapping with S = 50 and N = 500 over the CodeXGLUE Bugs2�x Checklist
perturbed task, assessed by metrics Exact Match, BLEU, and CodeBLEU, over the results of
prompting CodeGen1-multi with prompts prompt0, prompt1, and prompt2 as described in
Section 3.1.1.
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4.1.3 Code2code

Figure 4.3: Bootstrapping with S = 50 and N = 500 over the CodeXGLUE CodeTrans
task, assessed by metrics Exact Match, BLEU, and CodeBLEU, over the results of prompting
CodeGen1-multi with prompts prompt0, prompt1, prompt2, prompt3, and prompt4 as de-
scribed in Section 3.2.1.

4.2 Discussion

4.2.1 Insights about CodeGen1-multi

Throughout the various experiments and prompting methods, we extracted insights relevant to

future prompt engineering and testing of this model. We established experimentally that many

conventional prompting techniques and wisdoms that work well with modern LLMs such as

ChatGPT and LLama do not translate to CodeGen1-multi, such as natural language descriptions

following a structure which states the goal, describes what the model should and should not

do, and summarizing succinctly what the model should do; in fact, this approach appears

unilaterally deliterious towards extracting meaningful output.

We found that methods which appeared more like code enabled the model to not only

respond more coherently, but also perform better across our given metrics. Generally, the most

successful of our prompts phrase the task as a code comment, followed by the code, followed by
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an additional code comment reiterating what the goal is. Furthermore, prompts can be re�ned

by inspecting prompt output for such code comments the model volunteers naturally.

4.2.2 Limitations of Metrics

There is a broad issue worth mentioning, that the metrics BLEU (including B-Moses and B-

Norm) and CodeBLEU are more concerned with the model's outputs being apparently similar

to reference solutions, instead of them being correct or useful. Of course, to assess the model's

output in this way would likely require extensive and involved human surveying; even supposing

willing and able human graders, the issues posed by inferring a rating with su�cient granularity

so as to extract meaningful verdicts of emergence is pressing and signi�cant.

Perhaps, even though Shae�er et al. claim emergent capabilities disappear when using

continuous metrics [21], those metrics lose sight of our actual goals of model correctness and

usefulness. Metrics are not designed to assess this, but to assess how close the produced

output matches, tokenwise, the expected output, not allowing for signi�cant deviation, even

if, for all relevant purposes, it might be equally acceptable. A general solution to this problem

remains elusive and/or taxing, but it could perhaps be most easily addressed by examining

the question of emergent capabilities with respect to the software engineering domain of code

generation against test cases (or the inverse: test cases generation against existing code). In

these scenarios, model's are a�orded the option for a diversity of answers, and grade the extent

of how functional the given answer is via code execution, which is exactly the metric that

corresponds to the desired properties of correctness and usefulness.

4.2.3 Limitations of the Testing Harness

As the CodeGen family of models does not respond well to conventional prompting phrased as

natural language task descriptions, and was prone to ramble indecisively far beyond a concise

answer, we made the decision to mirror the strict input format of the test cases for how we

expected the model to respond. Since the input test cases consisted of Java methods condensed

to a single line, we iteratively prompted the model in chunks until it produced a non-empty line,
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or signalled end-of-text. Thus, we ended up consider a single line as output from the model for

each test case.

The model would likely perform di�erently if prompted with more conventionally formatted

code input (which spans multiple lines), and if we more leniently selected output from the model

as well-balanced Java code (again allowed to span multiple lines). Following manual inspection

of the model's answers, we found that many of its outputs consisted of a single comment line,

or the beginnings of a code snippet with clear intentions to complete the code in a format with

more typical whitespace (e.g. an open curly brace { followed by a line break). Thus, not only

does our testing examine the model's ability to, say, automatically �x bugs, but to do so while

complying with the simple, restricted input/output format.

This phenomenon especially pronounced in our study of the Checklist perturbations of the

CodeXGLUE Bugs2�x task in Section 3.1.3.1. The model's performance at the highest scale

of 16.1B parameters under prompt1 drops drastically, so much so that the overall shape of

the graph is considered non-linear under our metrics for evaluating the linearity of emergent

jumps. As it turns out, the majority of the 16.1B outputs are some variation of // The

buggy code is: or sometimes giving a plain English attempt at describing what the bug itself

is (e.g. // The bug is that the method returns a boolean, but it should return

a Cardigan.); these score very poorly compared to the smaller scales, which are able to comply

to the stricter output format. Had we implemented a more lenient testing harness which would

ignore comments like this, the model may have performed better at this scale for that prompt.
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Chapter 5

Conclusion

We return to the research questions de�ned at the outset of our investigation.

RQ1 What e�ect does varying the scale of CodeGen1-multi models have upon its perfor-

mance on tasks of code repair, code translation, and commit message generation?

We �nd that varying the model scale of the CodeGen1-multi model from 350M parameters

to 16.1B parameters generally tends to improve performance slightly in a linear fashion, albeit

somewhat loosely; performance was not usually strictly increasing, nor was maximal performance

always attained with maximal tested model scale.

Even though varying model scale loosely improves model performance, we �nd that prompt-

ing technique is a stronger determiner of model performance, especially as, with some prompts,

increasing model scale negatively a�ects performance.

RQ2 Between which model scales, if any at all, do emergent capabilities appear?

Emergent capabilities did not appear at any model scales on any of our tasks with any of

our prompting methods.

This may be due to the fact Wei et al. did not encounter emergence on some tasks until

upwards of 10B to 1T parameters ([27], Appendix D). This may also be explained as not

�nding the right prompts which would enable our models to experience emergent capabilities.

Alternatively, it might well be the case that the CodeGen1-multi model is simply relatively

stable and predictable at these relatively small scales.
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5.1 The Future of Emergent Capabilities

Reasoning about emergent capabilities is a di�cult task, fraught with doubts about the existence

of the phenomenon itself, as well as uncertainties as to discovering the right prompts and the

proper use of metrics. We hope that future research can utilize our pipeline for evaluating

emergence to aid future investigations into the question of emergent capabilities.

Whether models can exhibit emergent capabilities is a double-edged sword. The prospect of

untapped potential awaiting model designers, if only they provide the requisite increased scale,

is both tantalizing and trepidating, depending on the exact nature of the emergent capabilities

gained. The model may gain, say superlative reasoning abilities emergently; it may also gain

superlative discriminatory abilities emergently. Conversely, establishing a verdict of no emergent

capabilities across a certain range of model scales would seem to bound the model's ability to

perform, but also establish a certain degree of con�dence in its stability.

Examining the question of emergence is an important step into assessing the interpretability,

stability, and predictability of a model. While most models are not released to be available by

discrete model scales, those training models can assess the intermediate models scaled by

training FLOPs for signs of emergence using our pipeline.
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Appendix A

Unused Methodology

A.1 Multiple Choice Extraction

While our �nal research product consists of grading and extracting the free text responses of

LLMs, we developed and assessed a variety of methods to extract a multiple choice answer from

a model by observing the underyling logits, suited towards such datasets as found in BIG-Bench

[22]. We include these methods here for discussion of future work. Of the three approaches

we discuss (First branch evaluation, Aggregate normalized logit evaluation, and event-based

evaluation), we recommend researches investigating extracting multiple choice answers from

LLMs via logits investigate both normalized logit evaluation (Section A.1.1.2) and event-based

evaluation (Section A.1.1.3). We hypothesize they may perform similarly (in which case nor-

malized logit evaluation should prove more computationally e�cient), but as we did not end up

using any multiple choice datasets to investigate emergence, we have not rigorously investigated

either.

A.1.1 Evaluating Model Choices

Evaluating which choices a model is most likely to make is crucial to assessing how it thinks

and performs. While it is trivial to assess a model's preference for a choice between many

tokens by simply choosing the token with maximal logit likelihood, there is some latitude for
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assessing the model's preference between multi-token choices. We investigated three di�erent

approaches to this problem, and selected 2 of them.

A.1.1.1 First branch evaluation

Intuitively expanding the trivial case of selecting the choice corresponding to the token with

maximal logit likelihood, we may iteratively apply this determination to corresponding tokens

in the choices in lockstep. That is, we can determine between K choices {A0, A1, · · · , AK−1}

by �nding the minimal token index i where max0≤k<K logit (Ak,i) is unique, and yielding the

choice index k corresponding to that maximal determination.

For example, given two choices of tokenized strings �prints| values| from| 1| to|

10� and �prints| values| from| 0| to| 22� (choice examples from [22]), the model �nds

no unique maximum until token index i=3 (as the options are identical up to that point), and

would make a �nal determination between the two choices by determining which of the tokens

� 1� or � 0� had higher logit likelihood.

This approach is �awed, however, as it will almost certainly never consider the entirety of

each option. Suppose the model prefers the choice �prints| values| from| 1| to| 10�

based on the � 1� token; the model would choose that same choice regardless of what comes

after it. Replacing the model's preferred choice with either of �prints| values| from| 1�

and �prints| values| from| 1| to| MAX|_|INT| and| explodes� would not change the

model's determination under the evaluation method as one might hope.

A.1.1.2 Aggregate normalized logit evaluation

To remedy the issues with �rst branch evaluation above, it is clear the model must consider

each token in each choice to make an informed determination. Palacio et al. [14] utilize an

aggregate method of normalizing a model's logits to match predicted tokens with corresponding

Abstract Syntax Tree nodes. We can leverage this approach to rank multiple choices.

This method works simply by summing the logit likelihoods corresponding to each token

in each choice, thereby considering each token, and dividing by the number of tokens in each
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choice, making sure the model doesn't look upon longer choices more favorably than is reason-

able. Then, the choice with maximal average evaluation is chosen.

More precisely, we can determine between K choices {A0, A1, · · · , AK−1} by calculating

ANLE(Ak) =
1

N

N−1∑
i=0

logit(Ak,i)

and �nding the choice index k for max0≤k<K ANLE(Ak).

Intuitively, adding together logits has an e�ect similar to adding directional vectors together;

tokens with a large positive logit value act as strong positive directional vectors, tokens with

smaller positive logit value act as weaker ones, and tokens with negative logit values act as

directional vectors pointing in the opposite direction. This can be visualized by examining the

sum as it moves along a reverse logistic curve.

A.1.1.3 Event-based evaluation

An alternative approach is to consider the model's outputs under the context of probability.

This is motivated by leveraging the actual approach to free response generation in a con-

strained context. One can imagine a Monte Carlo simulation of many di�erent free response

inquiries to the model, and tallying how frequently the available choices occur. However, this

is computationally expensive, and even infeasible for su�ciently long choices.

That being said, we need not actually employ such a simulation to calculate the odds of

obtaining each choice. Using the softmax function, we can transform the logit space at a

particular context point into a probability distribution, just as a transformer model would do to

choose a token during free response generation. We can then chain these individual probabilities

together to give an overall probability for the choice, rank our choices correspondingly, and

choose the choice which is most likely to occur.

More precisely, when presented with K choices {A0, A1, · · · , AK−1} and a question con-

sisting of a string of H tokens, we can determine the most likely option the model would

generate as argmax0≤j<K P (Aj |H).
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To arrive at P (A|H), let A = a0a1 · · · aN−1 be a string of tokens. Given a context string of

tokens H, we can interpret A as a sequence of conditional events, and evaluate the probability

of generating the string A given H as

P (A|H) = P (a0|H)× P (a1|Ha0)× P (a2|Ha0a1)× · · · × P (aN−1|Ha0a1 · · · aN−2)

≡
N−1∏
j=0

P

(
aj

∣∣∣∣∣H
j−1∑
k=0

ak

)

(where
∑

here indicates concatenation). Each probability P
(
aj

∣∣∣H∑j−1
k=0 ak

)
corresponds

exactly to aj in the softmax probability distribution of the model's logits after providing it the

context H
∑j−1

k=0 ak of all tokens preceding it. Thus, each component probability is readily

calculated, and consequently, so is P (A|H).
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